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HPC in small packages: Viability of Small Machines facing Big Data, a study in leveraging high-
expressive data helps improve iterative algorithms.



Outline

I. Context

 Data Explosion and consequences

II. Data-Driven Problem Statement (Clustering)

 Using k-means and EM (iterative)

 Low Expression (LE), High Expression (HE)

◼ HE affects the outcome the most

III. Solution 

 Separate LE, HE, using the HE as much as possible, ignoring LE as much as 
possible

 Implement DCEM R package (Data Clustering using EM*)

IV. Results

 EM* work on big data

 Case Studies

V. Future Work

 Parallelize, Distributed algorithm (Extend DCEM)
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data continually is revisited

agnostic to its value

iterative algorithms
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Only HE data is used

HE → High Expressive Data changes the objective function

LE → Low Expression Data does not change the object function

MUCH
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HE → High Expressive Data changes the objective function

LE → Low Expression Data does not change the object function
MUCH

efficient

actual “structure”

convergence on

“structure”
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A taxonomy 

of 

data 

reduction

techniques
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I. Related Publications  
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k-means

Red RF Trees

EM*Python

EM*R DCEM

Submission
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Under Journal Review
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Download statistics for DCEM since Release (2018 September)

Max = 800, Ave = 390, Min = 41

Fixed floor round-

off error
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 1st Call from IEEE Computer on Computational 

Astronomy

 Question: Cluster the Milky Way?

 Yes: Difficult because of the data

 Let’s do it!

 Each star is “given birth” from 

one of the galactic components

 We can check the quality of the

cluster using metallicity
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Pre-cluster Post-cluster
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 What, at that time, would be the best clustering

 Quick change in nomenclature

 So the question becomes, can we partition the Milky 
Way so that each star belongs to its proper block (in 
this case, galactic component)



II. Data-Driven Problem Statement
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 Can we materially improve k-means from a data-

centric perspective to cluster big stellar data?

 YES! 

 Can this be generalized for other iterative machine 

learning algorithms?

 YES!

◼ Separating LE/HE data
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 k-means algorithm (60 yrs.) [hard]

 Assign each datum to one block (Centroid ~ “Best 
Representative” ~ Ave)

 Use simple Euclidean distance

 Re-calculate Centroid until convergence

 Gaussian Mixture Model (50 yrs.) [soft]

 Assign datum to every Gaussian (block) with a probability

 Re-calculate properties of Gaussians

 Iterate until convergence though it can be very slow (another 
ascent method)



 We decided on k-means because of its general success and ubiquitous 
use and remains one of the most popular algorithms (Lloyd’s 
algorithm)

 Data Clustering: 50 Years Beyond K-Means [Jain] 2009

 Initialization (seeding)

◼ k-means++ [Arthur, Vassilvitskii] 2006, 2007

◼ k-means|| (Scalable k-means) [Bahman et al.] 2012

◼ kd-trees pre-filtering [Kanungu, et al.] 2000

◼ kd-trees [Pelleg, Moore] 1999

 Triangle Inequality + distance bounds

◼ [Elkan] 2003 (Excellent paper for bibliography on speed-ups for k-means)

◼ [Hamerly] 2010

◼ [Drake] 2012

◼ [Hamerly, Drake] 2014 use priority queues to prune points close to assigned 
centers; use heaps to store differences between lower and upper bounds of 
points

 Witness where it’s used: ELKI, graphlab, Mahout, MATLAB, MLPACK, Octave, 
OpenCV, R (various), SciPy, Weka, Yael, etc.
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[Jain] 2009 Pattern Recognition Letters

Similis simili gaudet
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we always add an iterate 𝑖 to ensure

we stop if convergence is too slow

Iteration continues until the set of 

centroids is stable; in other words, 

convergence is guaranteed in a finite 

number of steps by showing that for 

some non-negative error function, 

monotonically decreasing during each 

iteration

Başarim 2020



 The run-time of k-means is 𝑂(𝑖𝑛𝑘𝑑) where

II. Data-Driven Problem Statement 
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linear algebra
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 Can we materially improve k-means from a data-
centric perspective to partition big stellar data?

 Can this be generalized for other iterative 
machine learning algorithms?

 YES! 

 Observing that data, in the original algorithm, is visited 
continually no matter its affect on the algorithm 𝑖, 𝑛

 Data as it is used changes in its “expressiveness”—this 
notion is that the affect of data is dependent on when 
it’s used.  
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 Low Expression (LE) and High Expression (HE) data 

affect the outcome minimally and significantly, 

respectively

 LE and HE can switch

 There is a tendency as k-means

converges that most of the data

becomes LE

 Can we capture this difference?
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 Transparency—there were many failures to capture 

this notion—which made us doubt, maybe, this was 

a sound approach

 Entropy failed

 Itemset (level set) failed

 Triangulation failed—bounds 

 Eureka—heaps!  Now we needed to re-examine heaps
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95M

95M

910K



II. HPC (system architecture)
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II. Expectation Maximization (EM)
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 Like k-means lots of work done (mostly by statisticians) 

to improve movement

 Unlike k-means (hard assignment), EM is soft 

assignment—each datum belongs to typically a 

Gaussian.

 Used everywhere like k-means

 Expectation-maximization algorithm as a clustering 

algorithm(EM-T): Each block can be characterized as a 

probability distribution and the goal is to iteratively 

find the MLE of unknown parameters of blocks.
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Use 𝐷𝐻𝐸Use 𝐷 EM-T EM*
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Data
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II. Expectation Maximization (EM)
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Data
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[1.5,1.5]

[5,1]
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 Heaps have excellent computational properties

 Use these to store and separate LE, HE

 A complete/nearly complete balanced binary tree 

with the “heap” property

wikipedia
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 Intuition was LE resides at top, HE resides at bottom of 
heap (min for k-means, max for EM) (investigating 
Laplacian) 

 Why should LE remain at the top if it’s LE? 

 We identified a new property of heaps that we call 
strong and weak

 Strong means from the root to some level ℓ each level can 
be permuted, and the heap property remains true.

 Weak means from some level ℓ below the root to the leaves, 
one or more levels cannot be permuted without violating the 
heap property

 Strong heaps are “semi”-monotonic—tends to want to be 
monotonic
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5 > 4 ∧ 5 > 3

weak 

5 < 8 ∧ 5 > 3

for k-means min heap

for EM max heap
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Strong Heap
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Strong and Weak Heap

might be indicating that 6

is HE data masquerading

as LE
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Strong and Weak Heap

might be indicating that 6

is HE data masquerading

as LE
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Strong and Weak Heap

Our stopping 

criteria

% change in 

Hamming Distance



I. Context: Perspective—it’s all about 

the data

Başarim 2020

43



I. Context: Perspective—it’s all about 

the data

Başarim 2020

44

KM*
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 Why should LE remain at the top if it’s LE?

 We observed what we identified as strong and 

weak heaps

LE

HE

strong

weak
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Graph of where HE are located when inserting into a h. For
example, at 30% HE (red dot), building 1M random h, almost
95% of the 30% reside in the leaves (green diamond)
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top of 

heap

leaves

Increasing HE data shows, experimentally resides in leaves

Last image is 50/50 mixture



III. Solutions (Model based)
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Ann. Statist.
Volume 11, Number 1 (1983), 95-103.
On the Convergence Properties of the EM Algorithm

C. F. Jeff Wu

https://projecteuclid.org/euclid.aos
https://projecteuclid.org/euclid.aos/1176346060#author-euclidaos1176346060WuCFJeff
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Arrows represent adding

heap structures

We are using only the HE (which 

are the leaves) in the expectation step;

we use LE and HE in the maximization 

step.

𝐷𝐻𝐸

𝐷𝐻𝐸 ∪ 𝐷𝐿𝐸
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EM* 
Data

(1) means after building heaps: 

[1.43787816 1.25676416]

[3.3258298  1.37440759] 

(2) means after building heaps:

[1.40803925 1.26980084]

[3.72779364 1.38689648]

Observe the first set of 

means are identical to EM-T, 

but the convergence

criteria ends, since the 

leaves remain unchanged
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Both EM-T and EM* Sample Plots

5K points from each Gaussian

data

A common observation

of speed-ups, even from

decades ago, is the smaller

the data, the greater the error
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700 points, 11 features
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50K points, 14 features
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5K points, 57 features
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adaptively, resample, and combine (arc)

7.5K points, 20 features
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Synthetic 
Data
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 Comparison to other packages in case we did 

“something special” to our code

 We used large synthetic data sets so no package 

would have an advantage

 We demonstrate some of the metrics we used to 

compare EM-T with EM*
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IV. HPC in small packages: Viability of Small Machines facing 
Big Data, a study in leveraging high-expressive data helps 
improve iterative algorithms.
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V. Future Work
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 Implement parallel/distributed heap-based 

optimization

 Examine other structures (maybe total order is 

better than partial order)

 Add additional functionality to EM* (Specifically k-

means*, other iterative algorithms

 Maybe (maybe) make the Python upgradable to 

3.8 instead of 2.7 (we have a good number of 

downloads)



Questions?
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